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Abstract — There are several methods of randomization those are widely used. However, the performance of 

randomization methods for small-size clinical trials has not been clearly. Thus, the objective in this study is to 

compare the performance of the existing randomization methods by simulation for small-size clinical trials. We 

conducted numerical simulations to investigate (a) the difference of the behavior of the empirical power and the 

empirical type I error rate among randomization methods and statistical analysis methods, (b) the behavior of 

the empirical power when we analyze using baseline characteristics that have no effect on the outcome, and (c) 

the behavior of the empirical power when a prognostic factor has an interaction. Assuming total sample size N 

was 20, 40 and 50, we compared four randomization methods (simple randomization, permuted block design, 

stratified blocked randomization, and minimization) and three statistical analysis methods (Student's t-test, 

permutation test, and covariate-adjusted analysis).  
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1 Introduction 

 

Clinical trials are the most definitive method of determining whether an intervention has the postulated 

effect [1]. Those should also be designed to reduce the bias and confounding to isolate the effect of an 

intervention, and establish cause and effect. The pivotal component of clinical trials is randomization that 

is a technique for assigning patients to the experimental treatment(s) or control. Randomization promotes 

comparability among the study groups with respect to not only known covariates but also unknown 

important covariates [2], and it provides an unbiased and precise estimate of the intervention’s effect. 

There are several methods of randomization that are commonly used. For example, simple randomization 

(SP), permuted block design (PB), stratified blocked randomization (ST) and minimization (MI). The 

selection of randomization method is important at the time of protocol planning. There are several articles 

that compare the performance of these methods [3-8]. The performance of randomization methods may be 

associated with trial sample size, but these articles did not consider the case of small-size clinical trial. Thus, 

the objective in this study is to compare the performance of the existing randomization methods by 

simulation for small-size clinical trials. 

 

2 Methodology 

 

We performed a simulation study to investigate (1) the difference of the behavior of the empirical power 

and the empirical type I error rate among four randomization methods and three statistical analysis methods, 

(2) the behavior of the empirical power when we analyze using baseline characteristics that have no effect 

on the outcome, and (3) the behavior of the empirical power when a prognostic factor has an interaction. 

We considered a small-size randomized controlled trial in which patients were allocated to the treatment 

group or the control group. The total sample size N was assumed 20, 40 and 50. We generated simulation 

data from the following model: 

 

𝑌𝑖 = 𝜇 + 𝛽1𝑋1𝑖 + 𝛽2𝑋2𝑖 + 𝛽3𝑋3𝑖 + 𝛽4𝑋4𝑖 + 𝛽5𝑋5𝑖 + 𝛽6𝑋6𝑖 + 𝛽71𝑋71𝑖 + 𝛽72𝑋72𝑖 + 𝜀𝑖   (1) 

 

where 𝑌𝑖  is the continuous outcome from the ith patient, 𝑋1𝑖  is a binomial variable that represents 

treatment groups (treatment or control), 𝑋2𝑖-𝑋6𝑖 are prognostic factors that have effects on the outcome. 
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𝑋2𝑖, 𝑋3𝑖, 𝑋4𝑖 and 𝑋5𝑖 are binomial variables distributed as Bernoulli distribution. 𝑋6𝑖 is a continuous 

variable distributed as normal distribution with mean=5, variance=5. Assuming 𝑋7𝑖  is a categorical 

variable that has three categories, 𝑋71𝑖 and 𝑋72𝑖 are dummy variables of 𝑋7𝑖. 𝜀𝑖 is a random variable 

that has mean=0 and variance=1. In addition, we considered 𝑍1𝑖, 𝑍2𝑖 and 𝑍3𝑖 as baseline characteristics 

that had no effect on the outcome. These are binomial variables distributed as Bernoulli distribution. When 

investigating purpose (3) the behavior of the empirical power when a prognostic factor has an interaction, 

we added the interaction term 𝛽8𝑋1𝑖𝑋2𝑖 to the model (1). 

To compare the performance of the randomization methods, we generated 𝑋1𝑖 by using one of four 

randomization methods: SP, PB, ST and MI. The number of stratification factors considered in ST was 

N/15 [9]. For MI, the number of stratification factors was N/15 or six that included 𝑋2𝑖-𝑋7𝑖 or nine that 

included 𝑋2𝑖-𝑋7𝑖 and 𝑍1𝑖-𝑍3𝑖. The continuous variables were binarized by using mean when conducting 

MI. In PB and ST, the block size was set to four. In MI, we considered 0.80 for allocation probability 

because some articles recommended it as about 0.80 [6, 7]. The weight for all stratification factors was 

defined as one to simplify the results. We generated 100,000 data sets with 20, 40 and 60 patients for each 

randomization scenario.  

To investigate the difference of the performance of randomization methods among statistical analysis 

techniques, we conducted three analyses: Student's t-test, permutation test and covariate-adjusted analysis 

that adjusted the effect of stratification factors in a regression model. We defined the number of 

stratification factors used in covariate-adjusted analysis as N/15 in the simulation [9]. We could not use the 

stratification factors when N=20 because we could only use N/15 = 1 factor in the covariate-adjusted 

analysis and the factor had got to be assigned as treatment group (𝑋1𝑖). 
We defined performance measures as follows: the empirical power, the empirical type I error rate, the 

difference in the number of patients between groups, point estimate and mean squared error (MSE) of 

treatment effect. 
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