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Abstract — We consider factor analysis (FA) of an n-observations × p-genes data matrix with p >> n. For such 
high-dimensional data, FA produces factor loading matrix with too many rows to be easily interpreted. To deal 
with this difficulty, we consider an FA procedure subject to the loading matrix being sparsest in that each row 
of the matrix has only one nonzero loading. As such a sparsest FA procedure, a least squares 
matrix-decomposition approach has been presented by the authors, but it is not feasible for high-dimensional 
case. In this paper, a maximum-likelihood sparsest FA procedure is proposed which is feasible for the data with 
p >> n. Its key point is using the EM algorithm in which n > p is indispensable. The proposed method is applied 
for a gene expression data set.   
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1 Introduction 
 

In factor analysis (FA), the variations of p observed variables are assumed to be explained by the two 
types of unobserved factors called common factors and unique factors, with their uncorrelated mutually. 
Here, the number of the common factors, which we denote as m, are supposed to be less than that of 
observed variables, i.e., m < p, and those factors serve for explaining the variations of all p variables. On 
the other hand, the number of the unique factors equals that of observed variables (p) and the factors have 
the one-to-one relationship to p variables: each of unique factors explains specifically the variation of the 
corresponding variable. 

Using x (p × 1) for a p-variate vector with its expectation E[x] equaling the zero vector 0p, the FA 
model is expressed as x = Λf + e. Here, f is an m × 1 common factor vector with m < p, e is a p × 1 unique 
factor vector, and Λ is a p × m factor loading matrix describing the relationships between the p variables 
and m factors. The p × p covariance matrix Ψ for e is assumed to be a diagonal matrix, whose diagonal 
elements are called unique variances, as they stand for the amount of variances of variables accounted for 
by unique factors. In FA, Λ, Ψ, and factor correlation matrix Φ are estimated from the n-observations × 
p-variables data matrix X whose rows are the realizations of x′.  

In this paper, we focus on gene-expression data matrices X with p >> n, i.e., much more variables (i.e., 
genes) than observations. For such a case, the resulting p × m loading matrix Λ has too many rows so that 
it cannot be interpreted easily. A strategy for avoiding the difficulty is constraining Λ to be sparse, i.e., it 
to have a number of zero elements. Among the sparse Λ, the sparsest one is the most interpretable. Such 
Λ = [λ1, … , λp]′ = (λij) can be formulated as   

 λi being filled with zeros except a single element with unknown location.           (1) 

   An FA procedure for obtaining Λ with (1) has been proposed by [3], in which a least squares approach 
is taken with the matrix-decomposition formulation of FA ([1], [7]). However, this procedure is not 
feasible for the data with p > n. On the other hand, a maximum likelihood (ML) FA procedure with 
EM-algorithm is feasible for such data, as shown in [2]. In this paper, we thus propose a modified MLFA 
procedure in which an EM algorithm is used for obtaining sparsest loadings. The modification is detailed 
in Section 3 after the EM algorithm for the standard FA is introduced in the next section. 
 
2  EM Algorithm for FA 
 

The normality of f and e is assumed as f ~ Nm(0m, Φ) and e ~ Np(0p, Ψ), with 0m the m × 1 zero vector. 
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Using it in the FA model, we have x ~ Np(0m, Σ) with Σ = ΛΦΛ′+Ψ, which leads to the log-likelihood  

f(Λ,Ψ,Φ) = −log| ΛΦΛ′+Ψ| − trS(ΛΦΛ′+Ψ)−1,                       (2) 

where S the p × p sample covariance matrix. For maximizing (2) over Λ,Ψ, and Φ, E- and M-steps are 
iterated in the EM-algorithm. 
   The E-step requires us to obtain  

g(Λ,Ψ,Φ) = −Σjlogψi − tr(S+trΛQΛ′−2trCΛ′)Ψ−1 − log|Φ| − trQΦ−1 .            (3) 

Here, ψi denotes the jth diagonal element of Ψ, Q = A′SA + U, and C = SA, with A and U obtained as A 
= Σ−1ΛΦ and U = Im − A′ΛΨ−1Φ using Σ, Λ, and Φ in the previous round of iteration.  

The M-step requires to obtain Λ,Ψ, and Φ that increase (3). The diagonal Ψ maximizing (3) is 
presented in [6]. For maximizing (3) over correlation matrix Φ, we can reparameterize it as Φ = T′T with 
diag(T′T) = Im. It allows the task to be reformulate as the maximization as minimizing 

f(T) = log|T′T| + tr(T′T)−1Q + Constant                         (4) 

over T subject to diag(T′T) = Im with Constant the term irrelevant to T. The constrained minimization of 
(4) can be attained using the GP algorithm [5], in which T is iteratively updated as Tnew = 
VTdiag(VTVT′)−1/2. Here, VT = T − α∂f(T)/∂T with α a positive value leading to f(T) ≥ f(Tnew) and 
∂f(T)/∂T = 2T′TT′−1 − 2T′−1QT−1T′−1 . The remaining task is minimization of (3) over Λ. As detailed 
in the next section, the modification with (1) is incorporated in the task. 
 
3 Sparsest Modification  
 
    Let us consider maximizing (3) over Λ subject to (1). We can rewrite (3) as  

f(T) = const − tr(ΛQΛ′−2CΛ′)Ψ−1 = const −∑ =
p
i iiig1 /)( ψλ ,                (5) 

with ψi > 0, const being an expression irrelevant to Λ, and  

gi(λi) = λi′Qλi −2Σjcijλij = ΣjΣkqjkλijλik −2Σjcijλij                        (6) 

the function of the ith row of Λ. It shows that the optimal Λ maximizing (5) subject to (1) can be obtained 
by minimizing (6) over λi under (1) for each i. Indeed, considering (1) and letting J(i) denote the location 
of the element to be given a nonzero value in λi, we can further rewrite gi(λi) as 

gi(λi) = qJ(i),J(i)λi,J(i)
2 − 2ci,J(i)λi,J(i) = 
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The inequality in (7), which follows from the positive-definiteness of Q implying qjj > 0, shows that the 
lower limit of gi(λi) is −ci,J(i)

2/qJ(i),J(i) which is attained for λi,J(i) = −ci,J(i)
2/qJ(i),J(i). Further, the optimal J(i) is 

the index (from 1 to m) for which the limit −ci,J(i)
2/qJ(i),J(i) is minimal. This selection of the optimal nonzero 

loading can be expressed as 
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   We can find that the formulas require in this and the last sections only require the 
nonnegative-definiteness of S: it may not be positive-definite. Thus, the proposed method is feasible to 
data matrices with p > n.  
 
4  Application 

 
We performed the proposed method for the yeast cell cycle data matrix of n = 17 by p = 384 (genes) 



presented by [8]. This data matrix, which is publicly available at http://faculty.washington.edu/kayee/pca,  
have been first log-transformed and then standardized so that the column averages and variances are zero 
and one, respectively. The solution resulting with m set at 4 as in [4] is shown in Figure 1.  

The solution of the loading matrix is presented block-wise in Figure 1(A). As the 384 genes are 
categorized into five phases of cell cycles [8], the five blocks (genes × components) in (A) correspond to 
the five phases. The loadings are considered to be reasonable, as each phase has a specific feature of 
loadings: [a] The genes in Phases 1, 2, and 4 are positively loaded by Factors 1, 2, and 3, respectively; [b] 
Phase 5 are characterized by positive loadings for Factor 4 and negative ones for 2; [c] Phase 3 consists of 
the genes positively loaded by Factor 2 or 3 and by both. 

The histogram of the resulting unique variances is shown in Figure 1(B). Their range was [0.03, 
0.89]: a solution with ψj = 0 was not found, which suggests that the unique variances were reasonably 
estimated. 

Figure 1(C) shows the resulting factor correlations, where we can find factor 2 is negatively 
correlated with factor 3, while the factor 1 are considerably positively correlated with factor 4. 

Those results are summarized as the path diagram in Figure 2.  
 
5  Final Remarks 
     

We proposed a sparsest FA procedure with an EM algorithm, which is feasible for high-dimensional 
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(A) Heat maps of the genes × factors blocks in the loading matirx 

(B) Histogram of unique variances                    (C) Factor Correlations 

Figure 1: Solution of the proposed factor analysis for gene expression data 



data and provides a factor loading matrix with each row having single nonzero element. The application 
of the procedure to a gene expression data set demonstrated that genes can reasonably be classified into a 
few groups characterized by common factors.    
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Figure 2: Path diagram for the solution in Figure 1 with f# and G standing for 
factors and genes, respectively. 


